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ABSTRACT
Edge devices and robots have access to an abundance of raw data
that needs to be processed on the edge. Deep neural networks
(DNNs) can help these devices understand and learn from this
complex data; however, executing DNNs while achieving high per-
formance is a challenge for edge devices. This is because of the
high computational demands of DNN execution in real-time. This
paper describes and implements a method to enable edge devices to
execute DNNs collaboratively. This is possible and useful because
in many environments, several on-edge devices are already inte-
grated in their surroundings, but are usually idle and can provide
additional computing power to a distributed system. We implement
this method on two iRobots, each of which has been equipped with
a Raspberry Pi 3. Then, we characterize the execution performance,
communication latency, energy consumption, and thermal behavior
of our system while it is executing AlexNet.
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1 INTRODUCTION & MOTIVATION
With the recent advancement of Deep Neural Networks, we are now
able to solve many previously challenging problems [24, 30, 34],
such as Computer Vision [23, 36], Neural Machine Translation [3, 6],
and Video Recognition [35]. At the same time, several physical do-
mains are undergoing fast changes due to such advancements;
some examples include robots [9, 13, 16, 31], Unmanned Aerial Ve-
hicles (UAVs) [29, 37], and Internet-of-Things (IoT) devices [12, 33].
With the widespread applicability and benefits of DNNs, the fast
execution of DNNs on devices that are characterized by tight re-
source constraints and tight real-time requirements is crucial. In
fact, performing DNN computations on the edge is rapidly gaining
grounds due to privacy concerns [4, 21, 25, 27]and unreliable con-
nection of conducting computation on the cloud, strict real-time
resource requirements, and increased opportunity for personaliza-
tion. However, DNN advancement comes with the issue of increased
requirements for computational power on devices where they are
executed [18] and this rapid increase is not expected to slow down.

DNN execution on the edge is especially challenging for low-
performance robots and IoT devices. However, these devices are also
a perfect candidate for DNN computation because of their immedi-
ate access to local raw data (e.g. input from cameras and sensors).
Although the results from processing this raw data could be ex-
tremely beneficial, single devices lack the computational power
to carry out the DNN computation. Currently, users need to up-
load collected data to cloud services to carry out any intensive
computation [11, 26], but the high-sensitivity of some data (e.g.
recordings of home security cameras) raises considerable privacy
concerns [4, 21, 25, 27]. As a result, it is crucial to enable these low-
performance devices to carry out intensive DNN computations.

There have been endeavors to address the high requirements
of DNNs on a single device, such as weight pruning [18, 28, 39, 40]
and quantization [7, 10, 22, 38]. However, in this paper, we focus
on collaboration between such devices. The reasons for this are:
(1) In several scenarios, there are many devices that are already
integrated within their surroundings, such as smart home cameras,
autonomous vehicles with several sensors, or wide area networks
with a variety of devices. (2) These devices are idle most of the time,
and they contain embedded processors with unused computing
power. Therefore, to achieve faster execution of DNNs, we can
distribute the computations of a single inference (i.e. prediction)
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on several devices. To do so, we use the model-parallelism tech-
niques introduced by Hadidi et al. [12, 13, 15] to collaboratively
execute AlexNet [23], an image-recognition DNN model, on two
iRobots [20]. Our system, as shown in Figure 1, uses two iRobots
that are each equipped with an additional Raspberry Pi 3 [8], which
represents an edge device. To understand the effect of executing
DNNs on the edge, we characterize several behaviors of DNN exe-
cution in our system. In detail, we examine execution performance,
communication latency, energy consumption, and thermal behavior
of our system.

2 EXPERIMENTS
2.1 Experimental Setup
Two iRobot Roomba 600s [20] are used as our robots. Each of the
robots is equipped with one Raspberry Pi 3 [8], the specifications of
which are shown in Table 1. The power source of each Raspberry
Pi 3 is derived from the iRobot’s battery with a voltage converter.
The Raspberry Pi, which is connected to the iRobot’s serial port,
uses the iRobot Create 2 Open Interface [19] to control the iRobot.
In addition to controlling the robot, we utilize each Raspberry Pi
as our computing engine for executing DNNs. On each Raspberry
Pi, with the Ubuntu 16.04 operating system, we use Keras 2.0 [5]
with the TensorFlow 1.0 [1] backend. As shown in Figure 1, we use
a USB digital multimeter, which records measurements to an excel
file once every second, to measure the power consumption of the
Raspberry Pi. In order to measure the power consumption of one
robot, we use the iRobot Open Interface to retrieve battery voltage
and amperage once every 100mswhile performing our experiments.
Each experiment for energy measurement takes around 3 minutes
to finish, which includes some idle time to display the baseline.
Experiments for measuring communication latency are done for 10
minutes, during which the latency of each data packet is recorded.

Table 1: The specification of Raspberry Pi 3 [8].

CPU 1.2 GHz Quad Core ARM Cortex-A53
Memory 900MHz 1GB RAM LPDDR2
GPU No GPGPU Capability
Price $35 (Board) + $5 (SD Card)

2.2 Energy & Performance
To understand how DNN distribution affects the power consump-
tion of the Raspberry Pi, in our first set of experiments, we measure

Figure 1: Two iRobot2 equipped with Raspberry Pis.

the power usage of each Raspberry Pi. In one experiment, as shown
in Figure 2, we measure the power consumption rate of a Rasp-
berry Pi while it is executing the entire AlexNet model. To show
the change in the average power consumption, we also include
a measurement for a certain length of idle period in our graph.
As shown in the graph, the average rate of power consumption is
1.95W during the execution of DNN. The performance of one Rasp-
berry Pi measured running AlexNet is 1.25 inferences per second.
As a result, during our 3-minute-long (180 seconds) experiment
period, approximately 200 inferences are made. In order to show the
difference in power consumption rate of the distributed approach,
we execute AlexNet on two Raspberry Pis and measure the rate of
power consumption on one of the two Raspberry Pis. This time,
the execution is performed by dividing the AlexNet model into two
parts and executing each part on one Raspberry Pi. Figure 3 illus-
trates the trend in rate of power consumption in this experiment.
As seen, although the rate of power consumption of the Raspberry
Pi in the idle period is the same as that of previous experiment,
the average rate of power consumption during the DNN execution
period is now 1.53W, less than that of the previous experiment.
With two Raspberry Pis computing different parts of the model in
parallel, the performance now is approximately 3 inferences per
second. However, the rate of power consumption of each single
device in this experiment is less than when one device performed all
computations. This is because, with the distribution of computing,
(i) less computations are performed per device, (ii) fewer memory
operations are performed per device, (iii) each device has some idle
time as a result of communication latency. Although the power
consumption of the total distributed system has been increased
(power consumption rate for one device running the whole com-
puting process is 1.95W, versus two devices each consuming power
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Figure 2: Power consumption of a single Raspberry Pi 3 exe-
cuting whole AlexNet.
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Figure 3: Power consumption of a single Raspberry Pi 3 ex-
ecuting AlexNet in a distributed manner (total of two Rasp-
berry Pis).
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Figure 4: Power consumption of iRobot in (a) idle mode (stationary) and (b) in movement.

at 1.53W, a total of 3.0W), each individual device in the system
consumes less power.

To further explore the change in power consumption rate and
performance, we studied and now present the results of both the
iRobot and Raspberry Pi power consumption in several common
cases. As mentioned, each iRobot is equipped with a Raspberry
Pi. We measure the power drawn from the iRobot’s battery, which
consists of the power used for Raspberry Pi computation and the
power used for the iRobot’s movements. The first case we studied
is the idle state (no movement) with no computation. Figure 4a
illustrates the power usage behavior in this case, which has an
average power consumption of 5.09W. The frequent spikes (around
0.8W) in the figure is caused by the iRobot’s frequent system checks.
To see how physical activity affects power usage, we also measured
the power consumption rate of the iRobot while moving, as shown
in in Figure 4b. The movement profile is random, depending on
the environment. As seen, the average power consumption rate is
6.88W, around 1.8W higher than that of the idle state. In addition,
there are spikes as large as 3W in the graph. Compared to the idle
case, the trend in power consumption rate in movement is less
predictable and contains larger spikes.

To measure how the power consumption rate changes when the
robot is executing DNNs, we execute AlexNet on the two Raspberry
Pis in our system. Figure 5a illustrates the power consumption rate
of one iRobot in stationarymode, while it performs the computation
of AlexNet collaboratively with the other iRobot. In this case, the
average power consumption is 7.51W, and there are spikes around
2W. Although the profile of power consumption was expected to be
similar to what we observed in Figure 3, the spikes are much larger
than what we hypothesized the idle state would show. We believe
this is due to the unreliability of the iRobot’s battery in sustaining

a constant current to the Raspberry Pi, or alternatively because of
our circuitry in converting the voltage. In summary, DNN execu-
tion increases the power consumption rate from 6.88W to 7.51W,
which is a 6% increase. Note that this increase only accounts for the
dynamic power consumption during DNN execution. In fact, the
addition of a Raspberry Pi increases the static power consumption
of the system by approximately 41%, which is derived from the
3.5W average idle power consumption rate of the iRobot with no
Raspberry Pi, in addition to the 1.5W average power consumption
rate of the Raspberry Pi.

Figure 5b shows the power consumption rate of one iRobot
in motion while executing AlexNet computations collaboratively.
This case is the closest case to a real-world setting, where the
robots execute the computations of DNNs in a parallel manner,
which indicates that the result produced by a certain robot might
depend on the computation results of another device that performed
the computation on previous layers of the DNN model. As shown
in the figure (Figure 5b), the average power consumption rate is
9.35W. Compared to the consumption rate of 5.09W (Figure 4a)
in the idle case where no computation happens, there is an 85%
increase. Additionally, some spikes are as large as 4.5W in this
experiment. The large spikes suggest that the execution of a DNN
while moving caused greater variation in the power consumption
rate compared to that in the case where the robot is moving without
execution of the DNN (Figure 4b). Such variation (reflected by spikes
in the figure) may limit the Raspberry Pi’s capability to attain a
high performance, because variation of power delivery may lead
to discrepancy in power saving settings in its CPU, leading to
instability.
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Figure 5: Power consumption of iRobot in (a) idle mode (stationary) while executing AlexNet in distributed manner and (b) in
movement while executing AlexNet in distributed manner.

Table 2 summarizes our results about iRobot average power
consumption in different cases. All the results include the measure-
ments of the average power consumption rate of both the iRobot
and Raspberry Pi. As seen in the table, DNN execution increases
the average power consumption rate by around 2.5W, which is
50% greater than that in the idle case. It also significantly increases
the strength of spikes, which indicates greater variation in power
consumption rate.

Table 2: iRobot average power consumptions.

Scenario Average Power Spike Strength
Consumption (W) (W)

D
N
N Idle 5.1 0.8

Movement 6.9 3.0

D
N
N Idle 7.5 2

Movement 9.4 4.5

To study the performance gain and energy trends of distributed
computations on Raspberry Pis, we measure the performance and
energy consumption of cases where two, four, or six Raspberry
Pis are executing the AlexNet collaboratively. Figure 6 shows the
average energy consumption rate and performance in different
cases - specifically when two, four or six Raspberry Pis execute the
computation collaboratively - divided into 2 categories: static and
dynamic (static energy is measured when the robot is not moving,
dynamic energy is the inverse). As shown in the chart, we achieve
greater performance as the number of devices involved in the par-
allel computing task increases. There is also a decrease in dynamic
energy consumption, similar to the trend shown in Figures 2 and
3. In contrast to dynamic energy consumption rate, there is an

(a) Inferences Per Second (b) Dynamic and Static Energy
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Figure 6: The inferences per second (a) and power consump-
tion (b) of various systems.

increase in average static energy consumption rate. This is because
each Raspberry Pi contains certain additional parts that consume
extra amounts of energy and are unnecessary for our experiment.
As we use more devices, the total number of unnecessary parts
increases, so the static energy increases accordingly.

2.3 Communication Latency
Communication latency is one of the important factor that affect the
performance of our collaborative DNN computation system. In the
model parallelism technique, the model is divided into several parts
(e.g. convolutional and fully-connected layers). A typical device’s
input data depends on the computation result produced by one
or several devices which are responsible for the computations of
previous layers. The device must wait until the work is done by the
devices it depends on, then combine the computed data it receives
from the other devices as the input and finally start working based
on the processed input. Of course, there is a certain level of com-
munication latency between devices. Latency causes inefficiency in
computing; thus, it should be minimized. As a result, in our study,
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Figure 7: Histogram of communication latency (a) while ro-
bot is near the station; (b) while robot is away from the sta-
tion; (c) while robot is moving.

we conduct experiments to examine the communication latency
behaviours in a system with collaborative robots.

We measure the communication latency between a robot and its
station under different settings. The robot is performing DNN com-
putations that takes 50ms. We use a WiFi router with a measured
bandwidth of 94Mbps. We gather the latency data for 10 minutes,
and calculate the probability of certain levels of latency measured
(in milliseconds). The distribution of communication latency is dis-
played in the corresponding histograms in Figure 7. In the first case,
we measure communication latency for a single robot while it is
near the station. As shown in Figure-7a, the mean latency is 73ms
while the standard deviation is 12ms. Most of the latency time mea-
surements center within 65 to 70 milliseconds, although there are
some outliers which are greater than 90ms. Generally speaking, the
latency is approximately 70ms when the robot is near the station.
In the second case, we measure the communication latency while
the robot is far from the station. As shown in Figure-7b, the mean
latency is 81ms while the standard deviation is around 34ms, 2
times greater than that of the near-station case. However, most of
the latency time gathered centers around 70ms. It is expected that
the variation in latency is greater, because the communication is
less stable as the distance increases. In the third case, we measure
the communication latency when the robot is moving. As shown
in Figure-7c, the mean latency is 75ms and the standard deviation
is around 30ms, which is still around 2 times greater than that
of the near-station case. The high variation in latency time when
the robot is moving is caused by frequent changes in the commu-
nication environment and distance. Some obstacles might cause
unpredictable shifts in latency by obstructing the communication.

To see the aggregated latency of executing a DNNmodel, wemea-
sure the communication latency while five devices run AlexNet [23]
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Figure 8: Execution latency histogram on six Raspberry Pi
while executing AlexNet collaboratively.

collaboratively. As shown in Figure-8, the mean latency time is
1019ms, and the standard deviation is approximately 390ms. In
the graph, there are three clusters of data: one centered around
700ms, one around 900ms, and one around 1200ms. That is be-
cause the three devices are sharing the computation for a single
fully-connected layer. As seen, for an entire model, the amount and
range of fluctuations is high. Additionally, the reliability issue is
exacerbated by the local networks of these systems, which consist
of low-end equipment. Therefore, the real-time latency of DNN
execution on edge devices is unreliable and varies greatly. As we
observed in Figure-7, this is because of the inherent unpredictability
in the latency of WiFi networks. One result of this unpredictability
is the occasional severed network connection, which can lead to
loss of computation results for a single inference. However, because
of the continuous camera input, losing a single inference is accept-
able. Additionally, there are methods that can be applied to make
inferences more reliable with worsened network connections.

2.4 Device Temperature
To observe the thermal behaviour of edge devices when executing
DNNs, we measured the thermal hotspots on the Raspbery Pi 3
with a thermal camera. In Figure 9, we can see the temperatures
of our device in different conditions. When the device is off, the
temperature of it is around 25.7 Celsius degrees. When the device is
on but in an idle condition, the maximum temperature reaches 46.5
Celsius degrees. The hotspots are results of the CPU, DRAM, and
LAN chips – this is why the center area produces more heat than
the marginal areas. When we perform DNN computations on our
device, the temperature rises up to approximately 62.2 Celsius de-
grees, an increase of 16 degrees Celsius. This temperature increase
can correspond to problems with resolution and performance of
a connected Raspberry Pi Camera, however it does not lead to de-
creased performance of the Raspberry Pi itself, and as the results

Off Idle DNN
25.7° C 46.5° C 62.2° C

Figure 9: Thermal camera pictures of Raspberry Pi 2 in off,
idle, and DNN execution conditions.
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have shown, occurs with increases in the inferences per second of
the system.

3 CONCLUSION
In this paper, we examined and analyzed the effects of executing
deep neural networks collaboratively on edge devices. Our method
uses model parallelism to distribute tasks from DNN layers to Rasp-
berry Pis, which are mounted on and powered by iRobots. Our
measurements showed that while adding additional devices to a
network of edge devices increases static energy, it decreases the
dynamic energy used by each device. It also increases the average
number of inferences performed by each device. We found that
execution of DNNs on a distributed robot system can lead to unpre-
dictable power consumption, which may in turn worsen Raspberry
Pi performance. Another unreliable aspect is the network latency,
which increases and decreases often based on a variety of often
uncontrollable factors. Finally, through our measurement of the
Raspberry Pi temperature during DNN execution, we found that
DNN computation can increase temperature by as much as 16 de-
grees Celsius. For future work, we plan to extend our robot system
to execution YOLO [32] similar to our demo [17] on several Rasp-
berry Pis using pruning methods [2]. Additionally, as discussed,
since distributed computations are susceptible to latency and data
loss, we plan to add robust DNN computations [14] in our system.
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