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ABSTRACT

Data obtained by sensors on IoT and embedded devices are
private, but understanding these data with machine learning
requires significant computational power. Since embedded
devices cannot handle such computations efficiently, data is
sent to remote servers for processing, which raises privacy
concerns (e.g., recordings of users in their home). Therefore,
it is important to be able to process the data in real-time on
the embedded devices without remote servers or connections.
An important facet is how users communicate with embedded
devices. In this work, we focus on speech-to-text technol-
ogy. We study the feasibility and the performance of current
state-of-the-art machine learning methods for speech-to-text
on embedded devices. Our experiments are done on Raspber-
ryPi3 [Raspberry PI Foundation 2017].

Current speech-to-text models are computationally expensive
to efficiently run on embedded devices. The first method we
try is Mozilla DeepSpeech speech-to-text [Mozilla 2019]. The
implementation is based on the Baidu deep speech model [Han-
nun et al. 2014] architecture which uses TensorFlow recurrent
neural networks to interpret speech to text. We compiled a
trained model of DeepSpeech model and execute it on Rasp-
berryPi3. In our experiments, for the word “hello”, the model
performs in 2.8 seconds on a regular machine and in 75.6
seconds on RaspberryPi3, that is 27x slower.

The second method we implement is the updated version of
Carnegie Mellon PocketSphinx framework [Huggins-Daines
et al. 2006]. PocketSphinx is a lightweight model that
could easily be run on embedded devices. This tool breaks
speech down to the smallest discernible unit of speech called
“Senones” and then uses Hidden Markov Models to determine
which word was uttered by using the surrounding Senone. Hid-
den Markov Models can determine with a certain probability
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based on the sequence of states, what word was uttered. When
we run the “hello” experiment with the vanilla version of Pock-
etSphinx, decoding the word “hello” takes 10.3 seconds on
RaspberryPi3. By adding the following extra optimizations
that are specific for embedded devices, we can reduce the
decoding time significantly: (1) making our dictionary to re-
duce the number of words in our dictionary, and (2) using
our language model to simplify the model as well. These
optimizations give us a 10x improvement in the time it took
to say hello with a time of 1.6 seconds. Since the embedded
devices are usually used for certain tasks, we can optimize
the dictionary to only understand words that are relevant to
the task that needs to be performed. Such targeted optimiza-
tion for machine learning-based models, such as DeepSpeech,
requires redesigning the model and retraining it.

In our poster and presentation, we will discuss all of our exper-
iments on measuring the execution performance of speech-to-
text models on RaspberryPi3, a server, and a regular machine.
We will discuss the current optimizations that are possible to
reduce their execution overhead on embedded devices. Finally,
we will analyze why and how such optimizations help the
execution performance on embedded devices (e.g., reducing
the model size, relieving pressure on computing units).
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